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Duplex stainless steels have many superior properties compared to conventional steels, this being mainly
due to their microstructure containing approximately equal amount of ferrite and austenite phases formed by
iron, chromium �or Cr equivalent�, and nickel �or Ni equivalent�. Using computational methods based on
first-principles theories, the phase stability of paramagnetic Fe1−c−nCrcNin alloys �0.12�c�0.32 and 0.04
�n�0.32� at high temperatures ��1000 K� is addressed. It is shown that the stabilization of the ferrite-
austenite two-phase field in duplex steels is a result of complex interplay of several competing phenomena.
Taking into account only the formation energies yields a complete phase separation, strongly overestimating
the two-phase region. The formation energies are calculated to be lower for the austenite than for the ferrite,
meaning that the configurational entropy has a more significant impact on the stability field of the austenitic
phase. The magnetic and vibrational free energies have opposite effects on the phase stability. Namely, the
magnetic entropy favors the ferrite phase, whereas the vibrational free energy stabilizes the austenite phase.
Combining the formation energies with the magnetic, vibrational, and configurational free energies, a region of
coexistence between the two phases is obtained, in line with former thermodynamic assessments as well as
with experimental observations.
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I. INTRODUCTION

Stainless steels form the largest family of maintenance-
free and safe engineering materials. The main stainless
groups are austenitic and ferritic steels.1 Today a third im-
portant group is developing around the so-called duplex
grades. These steels offer a unique combination of outstand-
ing mechanical performance and appropriate corrosion resis-
tance and present promising alternative materials for various
technological applications. Furthermore, since duplex steels
usually have twice the mechanical strength of conventional
steels, the material cost may significantly be reduced with
this class of materials.

Figure 1 is a schematic representation of the Schäffler
phase diagram for stainless steels.1 The diagram describes
the empirically determined weld microstructures and corre-
sponds to the situation at around 1300 K. The phases are
shown as a function of Ni �Ni equivalent: Ni, C, N, Mn, etc.�
and Cr �Cr equivalent: Cr, Mo, Si, Nb, V, Al, etc.�. Ferrites
are formed in low-Ni and high-Cr alloys; the austenitic phase
is stable in high-Ni alloys, whereas low-Ni and low-Cr alloys
form the martensitic phase. The duplex grades are located
within the two-phase field between the ferrite and austenite
phases, containing minima of 4–6 wt % Ni and
22–24 wt % Cr. Recently, researchers designed low-Ni du-
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FIG. 1. Schematic of the Schäffler diagram. Concentrations are
given in wt %. The numbers represent a few commercially available
duplex steel alloys.
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plex stainless steels for construction purposes,2 which have
now become a world-leading duplex grade. The new duplex
steels encompass approximately 22% Cr, 5% Mn, and
1%–2% Ni, plus small amounts of Si, Mo, Cu, N, and C.

The specific properties of duplex steels are to a large ex-
tent determined by the austenite-ferrite phase ratio. At nor-
mal conditions, most of the commercial grades have micro-
structure containing approximately equal volumes of ferrite
and austenite. This balance can, however, be destroyed in the
so-called heat-affected zones �e.g., during welding�, which is
detrimental for the chemical and mechanical properties. Low
austenite reformation, for instance, may lead to increased
susceptibility to pitting corrosion. Therefore, understanding
the thermodynamics of the Fe-based alloys with chemical
compositions between ferrite and austenite phases is of fun-
damental importance for an efficient control of the properties
of duplex steels.

Attempts based on experiment as well as on semiempir-
ical approaches have been made to describe the phase equi-
librium and austenite reformation in duplex stainless
steels.3–7 However, due to the complexity of the problem, so
far very little is known about the behavior and formation of
duplex steels at atomic scale. The aim of the present study is
to reduce this deficiency by investigating the thermodynam-
ics of the duplex steels using first-principles quantum-
mechanical theories. To this end, we perform a number of
ab initio electronic structure and total-energy calculations for
the austenitic and ferritic steels and study the phase stability
as a function of chemical composition.

To simplify the above task and make it manageable by the
available theories and methods, we introduce several ap-
proximations. We consider homogeneous Fe-Cr-Ni alloys,
without interstitial elements and without precipitates. In par-
ticular, in the ferrite phase we neglect the intermetallic sigma
phase ��� and the Cr-rich spinodal ���� precipitation.8,9 We
model the two alloy phases by their main building blocks.
Namely, the austenitic steel is represented by a face-
centered-cubic �fcc� alloy and the ferrite steel by a body-
centered-cubic �bcc� alloy. The short-range order and local
relaxation effects are omitted and both phases are treated as
substitutional random alloys. The martensite phase is not
considered here, and the energetics associated with phase
boundaries are also neglected.

At low temperature, the magnetic structure of Fe-Cr-Ni
ternary alloys can be antiferromagnetic, spin glass, or ferro-
magnetic, depending on Ni and Cr content.10 At room tem-
perature, the austenitic phase is paramagnetic, whereas the
magnetic transition temperature for the ferritic phase is close
to the magnetic transition temperature of pure Fe. Accord-
ingly, at service conditions the magnetic structure of duplex
steels is expected to be ferromagnetic in the ferrite region
and paramagnetic in the austenite region. This picture has
been confirmed by the recent magnetic force microscopy
measurements performed on Fe23Cr5Ni3Mo duplex steels.11

In the present study, however, in order to be able to treat the
magnetic free energy in both fcc and bcc phases on an equal
footing, we limit ourselves to the high-temperature paramag-
netic phase, i.e., to temperatures above 1000 K.

The Schäffler diagram �Fig. 1� illustrates the importance
of the alloying elements in the phase balance in duplex steel

grades. It is well known that interstitial carbon and nitrogen
have a strong effect on the phase stability of austenitic stain-
less steels. However, modeling the effect of interstitials from
first-principles theory is very cumbersome especially in the
case of a chemically and magnetically disordered matrix. On
the other hand, the major and most important alloying ele-
ments for duplex steels are the Cr and Ni and the duplex
grades are developed around the two elements and the phase
constitution determined by them. Hence, it is of utmost im-
portance to be able to model the ternary Fe-Cr-Ni system in
order to understand the duplex grades. Accordingly, in the
present work all austenite stabilizers �the Ni-equivalent com-
ponents� are represented by Ni. Because of that, we extend
our theoretical study beyond the usual Ni concentrations in
commercial grades and consider alloys containing from 4%
up to 32% substitutional Ni. Similarly, we set the concentra-
tion range for Cr between 12% �given by the stainless
requirement12� and 32%. According to the binary phase dia-
gram of Fe-Cr and Fe-Ni, at temperatures considered here
�T�1000 K�, about 20%–30% Cr can be dissolved in bcc
Fe ��-Fe�, and there is no solubility limit between Ni and fcc
Fe ��-Fe�. The latter is, however, stable only above 1185 K.
At 1000 K, about 10% Ni is needed to stabilize the � phase.

As a reference for our theoretical results for the Fe-Cr-Ni
ternary system, we use the phase diagram obtained at 1123 K
for the Fe-Cr-Ni systems using thermodynamic assessment3

based on subregular solution model.13,14 In the following we
refer to this semiempirical graph as the TA1123 diagram. We
emphasize that the TA1123 diagram reproduces very well the
experimental phase boundaries by Eriksson3,15 and thus can
be considered as accurate as the experimental data.

The paper is organized as follows. In Sec. II, we briefly
introduce the method used in our calculations and give de-
tails about how the Gibbs energy is calculated. In Sec. III, we
demonstrate our results for the main energy components us-
ing the quasibinary system Fe0.84−nCr0.16Nin and give the the-
oretical phase diagram for Fe1−c−nCrcNin obtained at 1000 K.
The paper ends with conclusions.

II. METHODOLOGY

A. Modeling the paramagnetic Fe-Cr-Ni alloys

For an adequate simulation of paramagnetic alloy steels
both the chemical and magnetic disorders should be treated
simultaneously.16 In the present application, we model the
paramagnetic ternary Fe1−c−nCrcNin system by an alloy with
randomly distributed chemical species and local magnetic
moments, i.e., by a four component random
Fe�1−c−n�/2

↑ Fe�1−c−n�/2
↓ CrcNin alloy. Here the arrows represent

the two magnetic moments oriented up �↑� and down �↓�.
This disordered local-moment �DLM� approach accurately
describes the effect of loss of the net magnetic moment
above the transition temperature.17 Note that the small local
magnetic moments on Cr and Ni sites, present at high tem-
perature �longitudinal spin fluctuations�,18 have been ne-
glected in the above approximation. Their contribution to the
total energy and thus to the fcc-bcc phase stability remains to
be investigated. In magnetic systems magnetovolume
effects19,20 can make the theoretical assessment of the equa-
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tion of state as a function of composition very difficult. How-
ever, in Fe-Cr-Ni alloys, for the compositional range consid-
ered here, no volume-induced magnetic transitions have been
observed in the DLM state.

B. Computational method

The stability field of the fcc and bcc phases of Fe-Cr-Ni
alloys is established by comparing the corresponding Gibbs
free energies calculated as a function of chemical composi-
tion and temperature. The Gibbs free energy, in turn, is de-
rived from the total energy plus the temperature-dependent
terms. The most straightforward way to compute the total
energy of a random alloy is to consider a huge supercell with
randomly distributed solute atoms. However, in the present
case we are facing a four component alloy, and therefore an
accurate description of its energetics as a function of concen-
tration would require enormously large and numerous super-
cells. Here, we resolve this difficulty by employing the co-
herent potential approximation �CPA�.21 Within the CPA, the
alloy components are embedded in an effective medium,
which is constructed in such a way that it represents, on the
average, the scattering properties of the alloy. In this way, the
original alloy problem reduces to the Schrödinger equation
for the effective medium plus the real-space Dyson equations
written for each single impurity. In the present application,
we adopt the CPA implemented within the frameworks of the
exact muffin-tin orbital �EMTO� method.16,22

The EMTO method is an improved screened Korringa-
Kohn-Rostoker method,23 where the one-electron potential is
represented by large overlapping muffin-tin potential
spheres. By using overlapping spheres, one describes more
accurately the crystal potential when compared to the con-
ventional nonoverlapping muffin-tin approach.24–26 The
EMTO approach has been applied successfully in the theo-
retical study of the elastic constants and phase stability of
random Fe-based alloys,18,27–31 simple and transition-metal
alloys,32–35 and Hume-Rothery systems,22,36,37 as well as the
crystal structure of complex oxides.38–41 Therefore, the
EMTO method ensures the accuracy and efficiency needed
for the calculations of the total energy for different crystal-
lographic phases of Fe-Cr-Ni random alloys.

All the calculations from the present work were carried
out using the generalized-gradient approximation42 for the
exchange-correlation density functional. The EMTO basis set
included s, p, d, and f orbitals. The one-electron equations
were solved within the scalar-relativistic and frozen-core ap-
proximation. For each composition and crystal lattice, the
EMTO Green’s function was calculated self-consistently for
16 complex energy points distributed exponentially on a
semicircular contour, which included states within 1 Ry be-
low the Fermi level. In the one-center expansion of the full
charge density, we adopted an l-cutoff of 10 and the total
energy was calculated using the full charge density
technique.16,25

C. Thermodynamic model

We approximate the Gibbs free energy of the
Fe1−c−nCrcNin random alloy by

Gstr�c,n� = Hstr�c,n� − T�Sconf�c,n� + Smag
str �c,n�� + Fvib

str �c,n� ,

�1�

where str stands for fcc or bcc and T is the temperature. H is
the enthalpy, Sconf is the configurational entropy, Smag is the
magnetic entropy, and Fvib is the vibrational free energy. In
the above expression, the electronic entropy has been omit-
ted. However, our previous studies18,30 show that in the para-
magnetic Fe-Cr-Ni system, the Fermi distribution gives a
negligible contribution compared to other entropy terms.

At static conditions �T=0 K�, the Gibbs free energy
Gstr�c ,n� reduces to the internal energy Estr�c ,n�, which is
obtained directly from the self-consistent EMTO calculations
carried out at the theoretical equilibrium volumes V0�c ,n�
corresponding to concentrations c and n. At nonzero tem-
perature, we take into account the explicit temperature-
dependent terms on the right-hand side of Eq. �1�. For the
configuration and magnetic entropies we use the mean-field
expressions,

Sconf�c,n� = − kB��1 − c − n�ln�1 − c − n� + c ln�c� + n ln�n��
�2�

and

Smag
str �c,n� = − kB�1 − c − n�ln�1 + �Fe

str�c,n�� , �3�

valid for a fully disordered state �kB is the Boltzmann con-
stant�. Although the chemical and magnetic short-range order
would have a significant effect on Sconf�c ,n� and Smag�c ,n�,
we expect that at temperatures considered here the ordering
effects are small and thus the above expressions correctly
describe the configurational and magnetic entropy contribu-
tions to the free energy.

The local magnetic moments on the Fe atoms, �Fe
str�c ,n�,

are obtained from EMTO calculations, and they depend on
the crystal structure and chemical composition. To go beyond
the present approximation for the magnetic free energy of
paramagnetic Fe-Cr-Ni alloys, one should also consider the
temperature dependence of the local magnetic moments on
Fe as well as on Cr and Ni sites. This would require a proper
description of the high-temperature magnetic fluctuations,43

taking into account the complex magnetic and magnetoelas-
tic interactions.18,30,44 This is, however, beyond the reach of
the present research.

Today, a direct phonon calculation for the chemically and
magnetically disordered Fe-Cr-Ni system is not feasible.
Therefore, in this work the vibrational free energy is calcu-
lated within the Debye model according to

Fvib
str �c,n� = − kBT� 3

��D/T�3�
0

�D/T x3

ex − 1
dx

− 3 ln�1 − e−�D/T� −
9�D

8T � , �4�

where �D is the Debye temperature. Note that �D depends
on the crystal structure, composition, and temperature.
Within the simplest Debye approximation, the elastic Debye
temperature is obtained from the equilibrium atomic radius
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�Wigner-Seitz radius� w, atomic mass M, Poisson’s ratio 	,
and bulk modulus B as

�D =
h

kB
�4


3
	−1/6

F�	��wB

M
	1/2

, �5�

where h is the Planck constant. Explicit expression for the
function F�	� is given in Ref. 45. In the present application,
Poisson’s ratio was assumed to be 1/3, i.e., F�	�=0.69. The
calculated equilibrium atomic radii of paramagnetic Fe-
Cr-Ni alloys exhibit a weak composition dependence on the
concentration range considered here: they vary between
2.660 and 2.668 bohr for fcc and 2.672 and 2.682 bohr for
bcc. On the other hand, the bulk moduli vary within 140–180
GPa for fcc and 175–200 GPa for bcc. Therefore, the main
concentration and structure dependence in �D comes from
the bulk modulus.

The phase stability of a ternary system is obtained from
the common-tangent plane construction.46 This is a rather
cumbersome procedure in the case of complex energy sur-
faces. In order to be able to discuss the role of different
energy contributions to the phase equilibria of Fe-Cr-Ni al-
loys, we first simplify the above two-dimensional problem to
a one-dimensional problem. Namely, we regard the
Fe1−c−nCrcNin alloy as a quasibinary system by assuming the
Cr content constant �c=c0�. We denote the lowest and the
highest Ni contents by � and �, respectively. In this way, we
can adopt the common-tangent line technique46 to find the
two-phase field between the ferrite and austenite regions.
Then the Gibbs free energy of formation for the crystal struc-
ture str is obtained as

�Gstr�c0,n� = Gstr�c0,n� − �1 − n�A − nB , �6�

where A and B are the two reference energies. As standard
states, we take the fcc phase at high-Ni end and the bcc
phase at low-Ni end, with Gibbs energies G�
Gfcc�c0 ,��
and G�
Gbcc�c0 ,��, respectively. With this choice, we have

�Gstr�c0,n� = Gstr�c0,n� − ��� − n�G� − �� − n�G��/�� − �� .

�7�

This expression is used in Sec. III A to compute �Gfcc�c0 ,n�
and �Gbcc�c0 ,n� as a function of n and to investigate the
quasibinary phase diagram for Fe1−c0−nCrc0

Nin. In the actual
calculations, we fix the Cr concentration to c0=0.16 and take
�=0.04 and �=0.32.

For the ternary phase diagram, the Gibbs energy of for-
mation for the crystal structure str is obtained as

�Gstr�c,n� = Gstr�c,n� − �1 − c − n�A − cB − nC , �8�

where the reference energies A, B, and C are obtained from
the Gibbs energies of the standard states. We take as standard
states the fcc phase at high-Ni and low-Cr corners �with
Gibbs energy Gfcc�0.12,0.32�� and the bcc phase at low-Ni
and high-Cr corners �Gbcc�0.32,0.04�� and at low-Ni and
low-Cr corners �Gbcc�0.12,0.04��. Equation �8� is used in
Sec. III B to compute �Gfcc�c ,n� and �Gbcc�c ,n� as a func-
tion of c �0.12�c�0.32� and n �0.04�n�0.32� on a grid
of �c=�n=0.04.

III. RESULTS AND DISCUSSION

A. Quasibinary Fe0.84−nCr0.16Nin system

Figures 2 and 3 show the enthalpy and entropy contribu-
tions to the Gibbs energies of formation at T=1000 K for
fcc and bcc Fe0.84−nCr0.16Nin alloys as a function of Ni con-
tent. For both structures, the mixing enthalpy turns out to be
positive, indicating the instability of the alloys at low tem-
perature with respect to the present standard states, namely,
bcc Fe0.80Cr0.16Ni0.04 and fcc Fe0.52Cr0.16Ni0.32. This result is
in sharp contradiction to the TA1123 diagram obtained from
thermodynamic assessment at 1123 K �Fig. 9 of Ref. 3�.
Namely, according to TA1123, the two-phase field for
Fe0.84−nCr0.16Nin should extend up to n
0.03, and for n
�0.03 the alloy should crystallize in the austenite phase.

The mixing entropy �Eq. �2�� always favors the nonsegre-
gated systems. However, since it is structure independent, its
influence on the duplex region appears only via the particular
shape of the mixing enthalpy. The situation is more interest-
ing for the other two free-energy terms. The magnetic en-
tropy is found to stabilize the bcc phase against the fcc
phase. The calculated local magnetic moments are shown in
Fig. 4 as a function of Ni content. The moments are signifi-
cantly larger in the bcc structure than in the fcc one. In
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FIG. 2. �Color online� Calculated enthalpy and entropy contri-
butions to the Gibbs free energy of formation for fcc
Fe0.84−nCr0.16Nin plotted as a function of Ni content.
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FIG. 3. �Color online� Calculated enthalpy and entropy contri-
butions to the Gibbs free energy of formation for bcc
Fe0.84−nCr0.16Nin plotted as a function of Ni content.

PITKÄNEN et al. PHYSICAL REVIEW B 79, 024108 �2009�

024108-4



particular, in low-Ni alloys we have �Fe
bcc−�Fe

fcc�0.7�B,
which decreases to �0.4�B in high-Ni alloys. Due to this
difference, the magnetic entropy is always larger for the bcc
phase compared to the fcc phase.

The trends from Fig. 4 can easily be understood if we take
into account that in paramagnetic Fe-Cr-Ni alloys �described
by the DLM state�, Ni acts as a nonmagnetic spacer. With
increasing Ni concentration, the interaction between mag-
netic Fe atoms decreases, which leads to bandwidth narrow-
ing and ultimately to the increase in the Fe magnetic mo-
ments. However, due to structural differences, this effect is
more pronounced for the close-packed fcc phase �coordina-
tion number 12� than for the more open bcc phase �coordi-
nation number 8�, which explains the difference between the
slopes for the fcc and bcc curves from the figure.

In contrast to the magnetic entropy, the vibrational free
energy is calculated to stabilize the fcc phase �Figs. 2 and 3�.
Looking at the bulk moduli versus composition curves in
Fig. 5, we observe that for all concentrations Bfcc�Bbcc, i.e.,
the fcc phase is softer compared to the bcc phase. Lower
bulk modulus yields lower Debye temperature and larger
phonon contribution to the Gibbs energy. The effect is more
pronounced in low-Ni alloys and gradually decreases with
increasing Ni content.

From the Gibbs free energy of formation for the bcc and
fcc phases we find which phase is stable at a certain concen-
tration. The Gibbs energy curves from Figs. 2 and 3 are

compared to each other in Fig. 6. By drawing a common
tangent to the fcc and bcc Gibbs energies, we find the con-
centration interval �2%–19% Ni�, where the segregated sys-
tem �duplex� is energetically more favorable than a single-
phase alloy. Within this two-phase field region, the system
breaks into Ni-enriched fcc and Ni-depleted bcc components.
To the left/right of the duplex region the bcc/fcc phase is
stable.

It is rather interesting to note that for both structures, the
vibrational free-energy term is, to a large extent, canceled by
the magnetic entropy term. Therefore, the actual shape of the
Gibbs free energy of formation versus composition is mostly
determined by the positive enthalpy of mixing plus the nega-
tive configurational entropy term. The almost perfect cancel-
lation from Figs. 2 and 3, however, should be handled with
precaution since for both the magnetic and the vibrational
terms heavy approximations were used. In fact, as we will
see it in Sec. III B, this cancellation is less efficient in low-Cr
alloys. Nevertheless, the results from Figs. 4 and 5 are robust
and indicate that, even with more advanced models for the
magnetic and phonon contributions, there always will be a
certain degree of cancellation between the above two terms.

We would like to emphasize that at static conditions, the
Fe1−c0−nCrc0

Nin quasibinary alloy always separates into a bcc
Fe1−c0

Crc0
�containing eventually a small amount of Ni� alloy

and a fcc Fe0.68−c0
Crc0

Ni0.32 alloy. This means that at low
temperature, the width of the duplex region is strongly over-
estimated and temperature effects are crucial to recover the
observed narrow two-phase field region between ferrite and
austenite �see the TA1123 diagram3�. Monitoring the mixing
enthalpies from Figs. 2 and 3, we observe that for Ni-rich
alloys the bcc-fcc energy difference is 
1.4 mRy /atom
compared to 
0.4 mRy /atom obtained for the fcc-bcc en-
ergy difference for low-Ni alloys. This finding has important
consequences. For instance, the �negative� configurational
entropy has a more pronounced effect on the fcc stability
field than on the bcc one. Assuming that the configurational
entropy is the most significant temperature contribution for
the phase diagram of paramagnetic Fe-Cr-Ni alloys �due to
the aforementioned cancellation between the magnetic and
vibrational terms�, one can conclude that the increasing tem-
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perature will always broaden the austenite region faster than
the ferrite region.

B. Theoretical phase diagram for paramagnetic Fe-Cr-Ni

The total energies with different Cr and Ni concentrations
were calculated for fcc and bcc phases, and using the ther-
modynamic model described in Sec. II C, we constructed the
Gibbs energies of formation and the stability fields for both
structures. Since the Gibbs energy components are computed
separately, in the following we will discuss the phase dia-
grams constructed at different levels of approximations.

In Fig. 7, we show the surface plot for the formation
energy obtained merely from the enthalpy and configura-
tional terms, viz., �G1

str�c ,n�
�Hstr�c ,n�−T�Sconf�c ,n�.
Shown are �G1

bcc�c ,n� for those concentrations where
�G1

bcc��G1
fcc and �G1

fcc�c ,n� for those concentrations
where �G1

fcc��G1
bcc. The thick dashed line corresponds ap-

proximately to the condition �G1
fcc=�G1

bcc. Using the
common-tangent plane technique,46 from Fig. 7 we can esti-
mate the stability regions for the fcc and bcc phases. We find
that the phase diagram �not shown� corresponding to this
figure differs significantly from the TA1123 diagram.3 There
is a very narrow austenitic stability field in the low-Cr part of
the map, and there are two small bcc regions located in the
low-Cr and low-Ni and in the high-Cr and low-Ni corners.

The additional effect of the magnetic entropy is seen in
Fig. 8. In this figure, we show the surface plot for the lowest
�G2

str�c ,n�
�Hstr�c ,n�−T�Sconf�c ,n�−T�Smag
str �c ,n�, i.e.,

�G2
bcc�c ,n� on the left and �G2

fcc�c ,n� on the right of the
thick dashed line. With magnetic entropy included, the bcc
region around the low-Cr and low-Ni corner is shifted to-
ward higher Cr and Ni concentrations. In fact, we find that
�G2 yields a large ferrite region at the expense of the auste-
nite region, which almost completely disappears from the
map.

The surface plot constructed from the total Gibbs energy
is given in Fig. 9. The conventions are the same as for the
other two maps. Comparing Figs. 7–9, we find that, in line

with our observations from Sec. III A, the vibrational free
energy cancels, to some extent, the effect of the magnetic
entropy. At the same time, the surface plot obtained from the
total Gibbs energy shows some new features compared to
that generated by G1. First, in contrast to Figs. 7 and 8, the
fcc Gibbs formation energy in Fig. 9 is a convex function for
low-Cr alloys �c
0.2� with a deep minimum around c
�0.13–0.14 and n�0.12–0.22. Accordingly, the fcc stabil-
ity field obtained from the total Gibbs energy is significantly
larger than those obtained from �G1 �or �G2�, and it extends
toward the intermediate-Cr alloys. Another important feature
of the surface plot from Fig. 9 is the concave �Gbcc�c ,n� for
n
0.16. In low-Ni alloys, this curve resembles the mixing
enthalpy curve obtained for the paramagnetic bcc Fe-Cr
alloys.28 According to Fig. 9, the Ni-poor bcc alloys decom-
pose into Cr-rich and Cr-poor alloys, limiting the bcc region
to the low-Cr and low-Ni and to the high-Cr and low-Ni
corners of the map. However, we should keep in mind that
our results refer to completely random systems, neglecting
the anomalous ordering effects present in ferritic Fe-Cr
alloys.44,47–49 These effects lower the formation energies of
bcc alloys for intermediate-Cr concentration, stabilizing thus

FIG. 7. �Color online� The Gibbs energy of formation without
magnetic and vibrational entropy terms ��G1

str�c ,n�� for
Fe1−c−nCrcNin plotted as a function of Ni and Cr concentrations.
Thick dashed line corresponds approximately to �G1

fcc�c ,n�
=�G1

bcc�c ,n�.

FIG. 8. �Color online� The Gibbs energy of formation without
vibrational entropy term ��G2

str�c ,n�� for Fe1−c−nCrcNin plotted as a
function of Ni and Cr concentrations. Thick dashed line corre-
sponds approximately to �G2

fcc�c ,n�=�G2
bcc�c ,n�.

FIG. 9. �Color online� The Gibbs energy of formation
��Gstr�c ,n�� for Fe1−c−nCrcNin plotted as a function of Ni and Cr
concentrations. Thick dashed line corresponds approximately to
�Gfcc�c ,n�=�Gbcc�c ,n�.
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a continuous ferrite field on the left-hand side of the map.
The theoretical high-temperature phase diagram for para-

magnetic Fe-Cr-Ni alloys, constructed from the formation
energies from Fig. 9, is shown in Fig. 10. The two dashed
lines mark approximately the theoretical ferrite-duplex and
duplex-austenite boundaries as derived using the common-
tangent plane technique. We note that although the actual
theoretical phase boundaries are not linear, here we approxi-
mate them by straight lines. In good agreement with the
TA1123 diagram,3 we find that the stability field for bcc is
limited to low-Ni alloys �n
0.08�, there is a wide fcc sta-
bility field, and the width of the miscibility gap increases
with alloying. On the other hand, our duplex field is shifted
toward the high-Ni alloys, slightly underestimating the size
of the austenite region. We speculate that this discrepancy
may partly be due to the thermal spin fluctuations neglected
in the present study. The average local magnetic moments
are expected to decrease with temperature in Fe-rich bcc
alloys,43 whereas they show a marked increase in the fcc
Fe-Cr-Ni alloys.30,43 Therefore, the spin fluctuations should
significantly alter the relative magnetic free energy, stabiliz-
ing the fcc phase relative to the bcc phase.

IV. CONCLUSIONS

Using the EMTO density-functional method in combina-
tion with the generalized-gradient approximation and the
coherent-potential approximation, we have investigated the
phase stability of paramagnetic Fe-Cr-Ni alloys. Comparing

the Gibbs energies computed for the fcc and bcc phases as a
function of chemical composition, we have identified the sta-
bility field of the two-phase duplex alloys. Taking into ac-
count the approximations made in the present study, the
agreement between the present theoretical phase diagram and
the one obtained from thermodynamic assessment3 and
experiments15 can be considered satisfactory.

Comparing our result to the TA1123 diagram, we have
found that the entropy contributions play a very important
role in the formation of the duplex region. The magnetic
entropy stabilizes the bcc phase, whereas the vibrational free
energy always favors the soft fcc structure. These effects are
mainly driven by the difference in bulk modulus and mag-
netic moment for the bcc and fcc structures. We mention that
since these bulk parameters change in a monotonous manner
�Figs. 4 and 5�, any equation of state based on the data for
the end points �reproducing correctly the value and the slope
for B and �Fe for the bcc and fcc phases� would give very
similar effects.

Due to the cancellation between vibrational and magnetic
terms, the final phase diagram is to a large extent determined
by the mixing enthalpy and the configurational entropy. At
static conditions, the Fe-Cr-Ni system separates into Ni-
depleted bcc and Ni-enriched fcc alloys, with strongly over-
estimated duplex region between the two phases. Our results
show that the mixing enthalpy is smaller for the fcc phase
than for the bcc phase, which means that the configurational
entropy has a large broadening effect on the fcc region. Ac-
cordingly, the duplex region narrows and shifts toward the
high-Cr alloys with increasing temperature.

The present study is an attempt to calculate the phase
stability of paramagnetic duplex steels from ab initio theory.
The results are promising and call for further improvements
in the theoretical modeling of Fe-Cr-Ni alloys by accounting
for all important factors for an accurate theoretical phase
diagram as a function of temperature. Today, however, treat-
ing properly the anomalous magnetochemical effects in
ferrites44 or the magnetic and vibrational free energies in
austenites, taking into account the large magnetoelastic ef-
fects in these alloys,18,30 represents real challenges for mod-
ern computational material science.
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FIG. 10. �Color online� Theoretical high-temperature phase dia-
gram for paramagnetic Fe1−c−nCrcNin. For comparison, the contour
plot for the minimal Gibbs energy of formation from Fig. 9 is also
shown as a function of Ni and Cr concentrations. The two dashed
lines mark the estimated ferrite-duplex and duplex-austenite
boundaries.
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